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IMPLEMENTATION SCIENCE

Implementation science is an integrated concept that links research and 

practice to accelerate the development and delivery of public health 

approaches.

Implementation science focuses on practical approaches to improve 

implementation and to enhance equity, efficiency, scale-up, and 

sustainability of programs, policies and practices. 

Four categories/objectives: 1) informing policy design and implementation 

(assessment), 2) improving people’s health (patient/population outcome), 3) 

strengthening health service delivery (systems and structures), and 4) empowering 

communities and beneficiaries (dissemination/empowerment). 



IMPLEMENTATION SCIENCE
Growing calls to reframe elements of implementation science to 
address inequities:

1. Focus on reach from the very beginning.

2. Design and select intervention for vulnerable populations with 
implementation in mind.

3. Implement what works and develop implementation 
strategies that can help reduce inequities.

4. Develop the science of rapid adaptation and rapid 
qualitative analysis.

5. Use equity lens for implementation outcomes.

Health Equity Implementation Framework integrates three 
health equity domains to existing implementation determinant 
frameworks: 

1. Culturally relevant factors of recipients, 

2. Clinical encounter or patient-provider interaction, and 

3. Societal context (including but not limited to social and 
structural determinants of health). 



IMPLEMENTATION SCIENCE
Intervention Mapping is a systematic approach 

that facilitates planning and design for 

dissemination, implementation and maintenance 

of EBIs in practice. Five steps: 

(1)conduct an implementation needs 

assessment and identify program adopters 

and implementers; 

(2)identifying implementation outcomes and 

objectives, identify determinants, and create 

matrices of change objectives; 

(3)choose theoretical methods (mechanisms 

of change) to design implementation 

strategies; 

(4)produce implementation protocols and 

materials; and 

(5)evaluate implementation outcomes.



IMPLEMENTATION SCIENCE



IMPLEMENTATION SCIENCE



IMPLEMENTATION SCIENCE



HYBRID DESIGNS

Source: Research Talk by Dr. Geoffrey Curran



Community Engagement



Immigration 

“Many people won’t go and seek out services because they are 

afraid it will affect their immigration status…for fear of being found 

out as undocumented individuals, then don’t seek help.” (Alex, El 

Salvador, 45)

Discrimination and Stigma

“As trans individuals, we are constantly challenged by discrimination, 
stigma, violence, homelessness, and lack of comprehensive trans care. 
Support is needed to navigate through legal and medical systems, like 

name change and access to hormones and affirmation surgery” 
(Laritza, Latinx, 30). 



COMMUNITY ENGAGEMENT 

Community engagement is a collaborative process that actively involves community 

members in decision-making and program development, ensuring that their needs, 

values, and insights are meaningfully incorporated. It prioritizes equitable 

participation by acknowledging and addressing social and structural conditions—

such as discrimination, marginalization, and historical inequities—that impact 

communities. Through this approach, community engagement seeks to build trust, 

foster inclusivity, and empower communities to co-create solutions that are 

responsive to their unique contexts and challenges.

Why It Matters in AI Development:

Ensures AI interventions are culturally relevant, ethical, and aligned with community 

needs.

Builds trust and increases the acceptance of AI solutions, particularly in healthcare 

and underserved populations.



KEY CONTRIBUTIONS OF COMMUNITY ENGAGEMENT TO AI

Cultural Relevance and Sensitivity:

Involving communities helps to tailor AI applications, particularly in healthcare, to consider 

social, cultural, and linguistic factors, making interventions more effective.

Building Trust and Transparency:

Transparent communication with communities builds trust in AI technologies, reducing fear 

or skepticism around AI use in sensitive areas like healthcare.

Co-Creation of Solutions:

Community engagement facilitates a collaborative approach where AI tools are co-

developed with community members, ensuring that their voices influence the design and 

functionality of AI systems.



CHALLENGES OF COMMUNITY ENGAGEMENT IN AI
Data Privacy and Ethical Concerns:

Community members may be wary of how their data is used, especially when it involves 

sensitive health information. Building trust requires robust data protection measures and 

clear communication.

Ensuring Representation in Model Design:

Often, certain communities are underrepresented in AI model training data. This challenge 

highlights the need for proactive inclusion in the data collection process.

Technical Literacy and Accessibility:

AI concepts can be complex, and engaging communities with limited technical literacy 

poses challenges in ensuring meaningful participation and understanding.

Sustainability of Engagement Efforts:

Maintaining long-term community engagement is resource-intensive. It requires continuous 

collaboration, feedback loops, and compensation for community contributions to ensure 

sustained involvement.



ADDRESSING CHALLENGES 
Transparent Communication: 

Clearly communicate the purpose, risks, and benefits of AI tools to the community.

Incorporating Feedback Mechanisms: 

Build in systems that allow community members to provide ongoing feedback on 

AI interventions, ensuring continuous refinement and relevance.

Building Capacity for Technical Literacy: 

Offer workshops, resources, and support to help community members better 

understand AI technology, fostering more informed engagement.

Ensuring Ethical AI Practices: 

Prioritize fairness, privacy, and accountability in AI development by implementing 

strong data protection policies and ethical guidelines.



IMPLEMENTATION SCIENCE AND COMMUNITY ENGAGEMENT 
FRAMEWORK TO ADVANCE AI
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Implementation 
Science and 
Community 
Engagement 

Framework to 
Advance AI

Phase 2: Data Quality and 
Fairness

Community engagement enhances data 

quality by identifying faps, 

inconsistencies, and underrepresented 

populations. Advocating for data equity 

and improving accuracy in 

categorization of sensitive information 

like race/ethnicity, gender/sexual 

identity, and other SSDoH.

Phase 1: Design and 
Data Interpretation

Community helps identify key 

variables, identifying relevant 

data, and providing insights 

into local context, ensuring 

that AI models reflect real 

world needs.

Phase 3: AI Development and 
Model Implementation

Ongoing feedback loops between 

researchers and community ensure that AI 

models are developed in ways that are 

culturally sensitive and contextually 

appropriate. Providing insights to make AI 

models fair, equitable, and interpretable, 

while ensuring biases are minimized.

Phase 4: Dissemination and 
Uptake

Community plays a vital role in 

dissemination of findings, ensuring that the 

knowledge generated is accessible and 

actionable for local stakeholders, 

policymakers and the public. Facilitating 

widespread adoption by leveraging trusted 

networks, ensuring sustainability, and 

promoting buy-in for the AI interventions. 



AI



AI and Homelessness (NSF Grant) 



AI and Homelessness (NSF Grant) 



COMMUNITY ENGAGEMENT OVERVIEW

Objective: Establish regular communication with diverse stakeholders to ensure the DREAM-KG 

project is inclusive, responsive to the community’s needs, and sustainable.

Stakeholders:

National Institute of Justice (NIJ): Legal and policy insights on homelessness.

Findhelp Inc.: Expertise on connecting individuals with essential services.

DREAM-KG Community Advisory Board: Continuous feedback from clinicians, nonprofit leaders, 

and policy advocates.

NJ Department of Community Affairs: Focus on data management, privacy, and state-level system 

integration.



STRATEGY

NIJ: Insights into legal considerations and policy alignment.

Findhelp: Operational challenges in providing community services.

Community Advisory Board: Feedback on project alignment with community needs.

NJ Department of Community Affairs: Data integration and privacy practices.

Presentation and Feedback Process:

Presented the project to each group.

Gathered reactions, concerns, and assessment of the DREAM-KG’s usefulness.

Summarized feedback from each stakeholder group.



QUESTIONS FOR STAKEHOLDERS

How do you envision the DREAM-KG project making a positive impact on homelessness? 

What considerations ensure the knowledge graphs are dynamic and responsive to unhoused 

individuals' evolving needs?

How can explainable AI enhance transparency and accountability in interventions?

How can we ensure the knowledge generated is accessible to all users?

What resources or partnerships could enhance the success of DREAM-KG?

What outcomes or indicators would be most meaningful in evaluating DREAM-KG’s 

effectiveness?



RAPID QUALITATIVE ANALYSIS

Process Overview: 

Initial Review: Two researchers independently reviewed transcripts.

Coding Framework: Collaboration to create a comprehensive framework, including major 

themes and sub-themes.



RESULTS



NIH R01: AI to Advance Health Equity in Cardiovascular Risk 
Prediction

Aim 1: To develop a social-ecological AI model to improve health equity (AI2Equity) in CVD risk prediction. Our hypothesis is 

that integrating social risk factors can help improve CVD risk prediction accuracy especially for marginalized populations. We 

will test this hypothesis by: (1) developing state-of-the-art NLP systems to extract SDOH factors from unstructured clinical 

notes; (2) exploring novel deep learning architecture with hierarchical attention mechanism to integrate multi-level and multi-

domain (following NIMHD’s Research Framework) social and clinical factors and their complex interactions; and (3) assessing 

the model’s fairness and accuracy. 

Aim 2: To enhance the AI2Equity model’s fairness and interpretability. Our hypothesis is that model fairness can be further 

improved through data transformation and algorithmic optimization, and new insights can be obtained through enhanced 

model interpretability and stakeholder engagement. We will test this hypothesis by: (1) integrating adversarial adaptation and 

fairness-constrained optimization to mitigate potential bias following ethical AI principles; 16 (2) making the model more 

transparent and understandable through “Explainable AI” techniques; 17,18 and (3) employing iterative, qualitative, and Delphi 

panel methodologies and engaging a wide range of community stakeholders to explain the quantitative results, to further 

understand the impact of SDOH on CVD incidence. 

Aim 3: To broaden AI2Equity’s generalizability across multiple healthcare systems/settings. We hypothesize that our novel AI 

solution can be generalized across different healthcare institutions and perform more accurately and equitably compared with 

existing clinical tools. We will test this hypothesis by: (1) developing transfer learning techniques to reduce the performance 

variance across institutions/settings due to data heterogeneity and population diversity; (2) benchmarking AI2Equity’s 

accuracy against four common CVD risk tools (QRISK3, 19 FRS-CVD, 20 SCORE 21 and ACC/AHA PCE 22) using observed real-

world EHR data; and (3) gauging the impact of AI2Equity with different thresholds on predicted statin therapy for primary 

prevention retrospectively. 



ENGAGEMENT

Stakeholder Engagement

We will implement a modified, innovative Delphi approach using mixed methods based on our 

prior experiences. We propose to conduct an interactive online Delphi panel via Zoom focus 

groups with patients impacted by CVD, physicians, case managers, behavioral health 

providers, patient navigators, and social workers. We focus on AA and Latinx populations as 

they experience higher CVD risk and are underrepresented in risk calculator models. 

Conducting the focus groups will accomplish three goals: (1) soliciting perspectives and lived 

experiences from patients, (2) assessing providers’ understanding of barriers and facilitators to 

CVD prevention, and (3) obtaining feedback to improve CVD prevention. A key contribution of 

Delphi and focus group data will be to identify SDOH associated with CVD risk among diverse 

groups of AA and Latinx individuals (e.g., low socioeconomic status, lack of insurance, at risk 

of CVD, and living in densely populated urban areas). 



AI and Diabetes (AIM-AHEAD Consortium) 



ENGAGEMENT WITH COMMUNITY ADVISORY BOARD

Key Challenges and Considerations:

Addressing variability in clinical definitions (pre-diabetes, diabetes) and 

inconsistencies in electronic health records (EHR) across healthcare 

providers.

Importance of incorporating social determinants of health (SDoH) into 

diabetes prevention and control models.

Ensuring fairness and generalizability in AI-driven models, particularly in 

diverse populations.



COMMUNITY ADVISORY BOARD

Inclusivity and Disparities

The importance of capturing gestational diabetes and 

addressing racial/ethnic disparities in diabetes prevalence.

Need to consider the unique needs of underserved populations when 

developing and validating the tool.

Focus on creating a tool that is dynamic and responsive to community 

needs.



COMMUNITY ADVISORY BOARD
Adoption and Impact

Discussion on the intended user of the tool, ensuring that the tool is 

practical and easy to adopt.

The tool should build on individual strengths and align with user desires for 

health improvements.

Differentiating the tool from existing solutions and assessing its long-term 

impact on diabetes care outcomes.



COMMUNITY ADVISORY BOARD

Next Steps and Focus Areas

Focus on ensuring data accuracy and reducing discrepancies in medical 

records and race/ethnicity categorization.

Continue efforts to address gestational diabetes and racial/ethnic disparities 

in diabetes prevalence.

Gather effectiveness data to ensure the tool helps in identifying 

undiagnosed cases and benefits the target population.



CHATBOTS(Advanced Research Projects Agency for Health, 
Department of Health and Human Services, Co-PI) 

This proposal aims to develop innovative 

technologies to evaluate high-risk inaccuracies 

(hallucinations and omissions) for medical advice 

provided by the Large-Language -Model (LLM) 

chatbots. 



COMMUNITY ENGAGEMENT

Community Advisory Board (CAB) Engagement. The CAB, comprising frontline staff, 

advocacy groups, and community leaders, ensures chatbots align with community 

needs, cultural competencies, ethics, and accessibility. 

Expected Outcomes: The first CAB meeting will introduce the project, followed by a 

chatbot demonstration and discussions on meeting community needs, credibility 

assessment, and ethical considerations. 

Scientific Advisory Board (SAB) Engagement. The SAB consists of experts in AI, 

clinical practice, and implementation science, guiding technical development and 

real-world deployment. They ensure scientific rigor and scalability.

Expected Outcomes: Their prompts, revisions of prompts, and any chatbot 

hallucinations or omissions will be recorded using the chatbot's annotation function. 

Discussions will cover response quality, hallucinations or omissions, criteria for 

assessing responses, and technical feasibility. SAB members will also provide 

trusted medical information sources for maternal health and depression.



COMMUNITY ENGAGEMENT
Delphi Panel. To ensure a comprehensive and informed approach to developing a safeguard

ecosystem for medical chatbots, we will establish a Delphi panel consisting of three distinct 

subgroups.



Collaborative Research: DSC: National Student Data Corps 
- Data and Knowledge for Social Good (NSDC-DAKS)



Collaborative Research: DSC: National Student Data Corps 
- Data and Knowledge for Social Good (NSDC-DAKS)



FUTURE DIRECTION



FUTURE DIRECTION
Enhance the impact of implementation strategies.

Harness 
implementation 

science to promote 
health equity

Conduct 
Effectiveness 

Research

Increase economic 
evaluations of 

implementation 
strategies

Integration 
of IS, CE and 

AI



FUTURE DIRECTION

Leverage implementation science and AI to address health 

disparities in biomedical prevention or treatment research, 

including noncommunicable diseases such as cancer, 

Alzheimer and diabetes. 



FUTURE DIRECTION
Integrating AI to support existing locally-developed, homegrown prevention 

and treatment interventions can enhance their responsiveness to 

environmental and structural conditions, including approaches like 

Photovoice and peer-led approaches. AI can personalize interventions, analyze 

community-generated data, and provide adaptive, real-time support while 

maintaining the strengths of these participatory, community-driven models. 

This integration ensures interventions remain contextually relevant and 

scalable while addressing local needs and challenges.



FUTURE DIRECTION

Mentoring and supporting the next generation of 

underrepresented scientists. 



FUTURE DIRECTION
Expand robust community-research collaborations defined by: 1) 
recognition that community development is an important focus of 
research, 2) commitment to build upon strengths and resources of 
individuals and communities, 3) promotion of a process that actively 
addresses social inequalities, and 4) dissemination of findings and 
knowledge to all partners.



FUTURE DIRECTION

Scaling Community Engagement: How can we develop scalable 
models of community participation to ensure that AI interventions 
remain inclusive and effective?

AI Policy and Advocacy: How can community voices influence policy 
decisions on AI, particularly in healthcare settings?

Empowering Communities as Co-Developers: Future AI tools should 
not only serve communities but be co-developed with them, ensuring 
continuous relevance and impact.
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Introduction to AI/ML



Introduction of Artificial Intelligence (AI)

• Artificial intelligence is the science of making computers act like 
humans. 

• The ability for a computer to think, learn, and simulate human mental 
processes, such as perceiving, reasoning, and learning. 

• AI can be used to solve problems that humans solve using their 
intelligence. 

• Independently perform 
• complex tasks that once
• required human input



Relations between AI and Other Technologies
(i.e., ML, DL, DS, and DM)

Artificial Intelligence 

(AI)

Machine 

Learning 

(ML)
Deep 

Learning 

(DL)

Data 

Science
Data Mining



Introduction of ML and Examples

Image classification
https://www.image-net.org/index.php

Speech recognition
https://www.analyticsinsight.net/nlp-augments-the-

power-of-chatbots-and-voice-in-2019/

Robotics
https://arxiv.org/pdf/1504.00702.pdf

Bioinfomatics
https://www.ncbi.nlm.nih.gov/pubmed/22565236

Using ML 

for 

predictive 

modeling

Apply an ML 
ModelData Prediction

Input Output

Examples:

• Infectious diseases

• ED utilization

• Electronic healthcare 

records

• …

Examples:

• Linear regression

• Logistic regression

• K nearest neighbor

• Deep neural network

• …

Examples:

• Disease class

• Heart failure rate

• …

Typical 

applications 

of ML

https://www.image-net.org/index.php
https://www.analyticsinsight.net/nlp-augments-the-power-of-chatbots-and-voice-in-2019/
https://www.analyticsinsight.net/nlp-augments-the-power-of-chatbots-and-voice-in-2019/
https://arxiv.org/pdf/1504.00702.pdf
https://www.ncbi.nlm.nih.gov/pubmed/22565236


Example: Alzheimer’s disease prediction• Building a Deep Neural Network (DNN) for AD prediction

DNN 
Algorithm

Disease 
class

(Healthy, 
MCI, or AD)

Given Image Data from Patients at different stages of AD

ResultingUsing

Health 

Control

Significant 

Memory 

Concern 

Mild Cognitive

Impairment Alzheimer’s

disease

A Trained 
DNN 

Predictive 
Model

New Patient 

Alice’s data



Another example• Building a K-Nearest Neighbor (KNN) for heart disease classification

KNN
(Classification)

A KNN 
Classificatio

n Model

Resulting

Using

HeartDisease

Yes

No

No

Feature

s

Label

s
A KNN 

Classificatio
n Model

A new patient Alice: 

77 years old, Female,  

etc..



Basic ML workflow

Prepar
e data

Build 
model

Optimize 
model

Evaluate 
model

Machine 
Learning 

Model
Data Prediction

Input Output



Step 1: Prepare data• Data used to train the ML model needs to be processed or cleaned 
before they can be used effectively. Here are some common steps

Remove noises/outliers Handle missing values Categorical 

→ numerical feature
Feature normalization

Feature-1 Feature-2

Different 

scales

Training set Testing set

After cleaning, data is partitioned into training set and 

test set

• Training set is used to train the ML model. 

• The testing set is used to validate the ML 

model after training is completed

• Testing set cannot be used for training. 



Step 2: Build Models
• Different models have different 

performance

Fig: https://scikit-learn.org/stable/auto_examples/classification/plot_classifier_comparison.html

https://scikit-learn.org/stable/auto_examples/classification/plot_classifier_comparison.html


Step 3. Optimize model• Use the optimizer to find the optimal model

Black-box 
Optimizer
(Gradient 
Descent)

Training 
Data

ML Model

Optimal 
Model

Optimizer finds an 

optimal model, i.e., the 

orange line

Use optimizer

• Blue dots: training data

• Red line: model-1

• Orange line: model-2

• Green line: model-3



Step 4. Evaluate model 
• There are many different ways of 
• evaluating a ML model. 
• Some commonly used metrics are 

• Accuracy
• Precision
• Recall

• When the data is balanced, we can use accuracy metric
• Balanced means that # of positive samples is almost the same with # of 

negative samples

Ground-truth Prediction Correct?

1 0 N

1 1 Y

0 0 Y

0 0 Y

1 1 Y

1 1 Y

0 1 N

= 5/7



Step 4. Evaluate model (continued)• What happens if data is not balanced?
• A poor ML model that always predicts 

negative (0) will still have a high accuracy 
because the underlying data is not 
balanced 

Ground-truth Prediction Correct?

1 0 N

0 0 Y
0 0 Y

0 0 Y

0 0 Y

0 0 Y

0 0 Y

= 6/7

The proportion 
of positive 
predictions is 
actually correct

The proportion 
of positive 
predictions is 
classified 
correct



Fairness of ML/AI



Role of AI in Healthcare• Quick question: What are some examples of AI applications in 
Healthcare?



A Motivating Example

https://www.npr.org/2023/02/10/1156166554/covid-19-pulse-oximeters-racial-bias

During the covid 

pandemic, pulse 

oximeters were used to 

determine the severity of 

patients with covid. 

A pulse oximeter is a 

device used to measure the 

level of oxygen in the blood 

stream.  



Example of bias• Technology was tested using populations that were not racially diverse. 
People with darker skin color were not adequately represented. 

• Oximeter readings were less accurate for peoples of color. 

Fawzy, Ashraf, et al. "Racial and ethnic discrepancy in pulse oximetry and delayed identification of treatment eligibility among patients with 

COVID-19." JAMA internal medicine 182.7 (2022): 730-738.



Different types of biases for ML/AI• Prejudicial Bias: 
• Data: with prejudices, stereotypes, or faulty societal assumptions
• It can influence any stage of developing a ML application
• The most complex and important source to correct.

• Sampling Bias: 
• Data: Intentionally or unintentionally, oversample or under sample from a population
• leading to the predictions being biased towards the characteristic's representative of that group

• Algorithm Bias: 
• There are certainly use cases that fit an algorithm better
• The wrong choice of algorithm can also lead to bias in predictions.

• Confirmation Bias:
• After train our model and evaluate its predictions, we may tend to retain information that affirms our 

preconceived notions. 
• start to exclude or remove data that goes against our theory in the process
• lead to a certain bias in the data, and therefore our application’s predictions

https://censius.ai/wiki/machine-learning-bias



Machine Learning Fairness
• Machine learning fairness is the process of correcting and eliminating 

algorithmic bias from ML models
• In the context of decision-making, fairness is the absence of any prejudice or 

favoritism toward an individual or group based on their inherent or acquired 
characteristics.

• Especially bias of race and ethnicity, gender, sexual orientation, disability, religion, 
class, disability status, genetic information, …

• An unfair algorithm is one whose decisions are 
• skewed toward a particular group of people

Mehrabi et al. A Survey on Bias and Fairness in Machine Learning. ACM Comput. Surv. 54,6, Article 115 

(July2021), https://doi.org/10.1145/3457607

https://doi.org/10.1145/3457607


Fairness Metrics • Mitigating biases is based 
on the idea of sensitive or 
protected variables. E.g., 

• Age, Gender, Race, 
sexual orientation, etc.

•Demographic parity: Our prediction is independent of any 
sensitive features (S) (e.g., age, gender, etc.)
Probability person has 
cancer given that person 
is a man

Probability person has 
cancer given that person is 
a woman=

Probability a man truly has 
cancer given that this person 
is predicted “have cancer” 
with a score y 

Probability a woman truly has 
cancer given that this person is 
predicted “have cancer” with a 
score y 

=

•Equal calibration: Given 
the prediction score (Y), 
the sample with different 
sensitive features (S) 
should have the same 
probability to truly belong 
to the positive class. 

•Equalized odds: Given the true label, the prediction outcome (Y) is 
independent of sensitive features (S) (e.g., age, gender, etc.)

Probability person has cancer 
given that person is a man with 
cancer

Probability person has cancer 
given that person is a woman 
with cancer

=
Probability person don’t 
have cancer given that 
person is a man with 
cancer

Probability person don’t 
have cancer given that 
person is a woman with 
cancer

=&



• PHI stands for Protected Health Information.

• The HIPAA Privacy Rule provides federal 
protections for personal health information 
held by covered entities and gives patients an 
array of rights with respect to that information. 
At the same time, the Privacy Rule is balanced 
so that it permits the disclosure of personal 
health information needed for patient care and 
other important purposes.

• Learn more about protected health 
information at: https://www.hhs.gov/hipaa/for
-professionals/privacy/special-topics/de-
identification/index.html#protected

Source: https://www.hhs.gov/answers/hipaa/what-is-phi/index.html

Define 
Personal 

health 
information 

(PHI)

https://www.hhs.gov/hipaa/for-professionals/privacy/special-topics/de-identification/index.html
https://www.hhs.gov/hipaa/for-professionals/privacy/special-topics/de-identification/index.html
https://www.hhs.gov/hipaa/for-professionals/privacy/special-topics/de-identification/index.html


Ethical Consideration of AI in Healthcare



The HIPAA Privacy Rule

• The HIPAA Privacy Rule protects most “individually identifiable health information” held 
or transmitted by a covered entity or its business associate, in any form or medium, 
whether electronic, on paper, or oral. The Privacy Rule calls this information protected 
health information (PHI). Protected health information is information, including 
demographic information, which relates to:
o the individual’s past, present, or future physical or mental health or condition,
o the provision of health care to the individual, or
o the past, present, or future payment for the provision of health care to the individual, and that identifies the 

individual or for which there is a reasonable basis to believe can be used to identify the individual. Protected 
health information includes many common identifiers (e.g., name, address, birth date, Social Security Number) 
when they can be associated with the health information listed above.



Covered Entities, Business Associates, and PHI

In general, the protections of the Privacy Rule apply to information held by covered entities and their business associates.

HIPAA defines a covered entity as
1) a health care provider that conducts certain standard administrative and financial transactions in 
electronic form; 

2) a health care clearinghouse; or

3) a health plan.

A business associate is a person or entity (other than a member of the covered entity’s workforce) that performs certain functions or activities on behalf of, or provides certain services 
to, a covered entity that involve the use or disclosure of protected health information.

A covered entity may use a business associate to de-identify PHI on its 
behalf only to the extent such activity is authorized by their business 
associate agreement.



The De-
identification 

Standard

Source: https://www.hhs.gov/hipaa/for-professionals/privacy/special-topics/de-identification/index.html#protected



PHI elements for Safe Harbor
The following identifiers of the individual or of relatives, employers, or household members of the individual, are removed:

Names Telephone numbers and Fax numbers

Vehicle identifiers & serial numbers, & license plate numbers Email addresses

Device identifiers and serial numbers Web Universal Resource Locators (URLs)

Social security numbers Internet Protocol (IP) addresses

Account numbers and Medical record numbers Any other unique identifying number, characteristic, 
or code

Biometric identifiers, including finger and voice prints Certificate/license numbers

Health plan beneficiary numbers Full-face photographs and any comparable images

All geographic subdivisions smaller than a state, including 
street address, city, county, precinct, ZIP code, and their 
equivalent geocodes, except for the initial three digits of the ZIP 
code if, according to the current publicly available data from 
the Bureau of the Census:
(1) The geographic unit formed by combining all ZIP codes with 
the same three initial digits contains more than 20,000 people; 
and
(2) The initial three digits of a ZIP code for all such geographic 
units containing 20,000 or fewer people is changed to 000

All elements of dates (except year) for dates that are 
directly related to an individual, including birth date, 
admission date, discharge date, death date, and all 
ages over 89 and all elements of dates (including 
year) indicative of such age, except that such 
ages and elements may be aggregated into a 
single category of age 90 or older



PHI data applications, such as public 
surveillance, cancer registry

Public Health Surveillance
• Waiver for PHI

Cancer and other disease 
registries
• De-identified

Research studies
• Requires approval from an IRB

Clinical systems
• For patient care

Administrative systems
• For billing and claims

Mobile Applications
• Secure method for communicating

Text/SMS
• Requires HIPAA compliant service



List the impacts of human errors in protecting PHI

Human Error Impact to 
business

Impact to patient

• Incorrect de-identification 
method

Fines, bad press Patient usually unaware

• Incorrect data collection 
or storage

Fines, bad press, 
loss of trust

Loss of trust

•Sending data outside of a 
closed system

Data breach from 
using 3rd party 
system

Loss of trust, exposed data

•Transferring data without 
a Data Use Agreement

Legal/contractual Patient usually unaware

•Linking data/re-
identification

Loss of anonymity
Loss of trust, exposed data, Loss 
of anonymity, job loss or other 
personal impact



CVS Pharmacy: More than 1 billion 
search records were accidentally 
posted online and accessible to the 
public Health database leak left 1B 
user records exposed online

• Database was not 
password protected

• Had no form of 
authentication in place

• Hosted by a 3rd party 
vendor

• How to avoid:

• Vendors must be vetted, sign Business 
Associate Agreements, have cyber 
insurance

• Vendors must follow all cyber program 
requirements

• Cyber program requirements must 
include passwords and multifactor 
authentication or other authentication 
protocols where appropriate



Sample Applications of AI in Healthcare



Sample Project 1: 

Forecasting Emergency Department Visits 
Among Patients with T2D and/or Hypertension

Javad M Alizadeh, Huanmei Wu, Jay Patel, Gabriel Tajeu, Yuzhou 
Chen, Ilene L Hollin Huanmei.wu@temple.edu

mailto:Huanmei.wu@temple.edu


Study Objectives
• To develop predictive models for ED visit 

risk for patients with T2D, specifically
1) Establish a pipeline for preprocessing 

complex clinical data from various healthcare 
facilities

2) Integrate patients’ demographic information, 
SDoH factors, clinical encounters, medical 
history, and vital signs.

3) Identify risk factors for ED visits among 
patients with T2D 

• Leverage data from HSX Clinical Data Repository (CDR) 
• Data from over 200 healthcare facilities



EHR + SDoH

Individual-level and 
Zip-code SDoH



Alaskan Native
AM
American Indian
American Indian or Alaska Native
American Indian or Alaskan Native
American Indian/Alaskan Native
5 American Indian Or Alaskan Native
INDIAN
N
Native Hawaiian
Native Hawaiian or Other Pacific 

Islander
NATIVE HAWAIIAN OR PACIFIC 

ISLANDER
Other Pacific Islander (Not Hawaiian)
OTHER PACIFIC ISLANDER
2076-8
1002-5

H
HISPANIC
Hispanic Black
Hispanic or Latino
Hispanic Or Latino 

(All Races)
Hispanic Other
Hispanic Unknown
Hispanic White
HISPANIC/ASIAN
HISPANIC/BLACK
HISPANIC/OTHER
HISPANIC/UNKNOW

N
HISPANIC/WHITE
HS
LATINO
White-Hispanic
PUERTO RICAN
2135-2

B
AF
2 Black Or African American
African American
African American/Black
African
Black
Black or African American
BLACK OR AFRICAN-

AMERICAN
Black, not of Hispanic Origin
Black/African American
Black/African American (Not 

Hispanic)
2054-5

More than one race
Multiracial
Multi-racial
TWO OR MORE 
RACES

W
WH
White
3 White / Caucasian
Caucasian
Non-Minority (White, non-Hispanic)
White (Not Hispanic / Latino)
White / Caucasian
WHITE OR CAUCASIAN
White Race
White, non-Hispanic
White, not of Hispanic Origin
2106-3

Patient Declined
Patient Refused
Refused to Report 

/Unreported
U
UN
Unable to Determine
Undefined
Unknown
UNKNOWN/NOT CLASSIF.
Unknown/Not Reported
Unspecified
Decline to Answer
Declined
Declined to Provide
Declined to specify
1 Declined To Specify
Intake- Not Asked
(blank)

Data quality Issues:
Patient Race - 106 unique values

Other
Other Race
OTHER RACES
2131-1

C    D G O
P X CA ZZ

9999-1

A
AS
Asian
Asian (uds)
Asian Americ
CHINESE
FILIPINO
Korean
Vietnamese
Pakistani
Other Asian
2028-9



Data quality Issues:
Ethnicity - 97 unique values

H
HL
HS
HIS
Hisp
Hispanc or Latino
HISPANIC
Hispanic or Latino
Hispanic or Latino Hispanic or 

Latino
Hispanic or Latino/Spanish
Cuban
Central American
Puerto Rican
YES Hispanic or Latino
Yes, Hispanic or Latino
Mexican, Mexican American, or 

Chicano/a
Other Hispanic, Latino/a, or 

Spanish origin
2135-2

NHL
Non-Hisp
NON-HISPANIC
NOT HISPANIC
Not Hispanic (uds)
Non Hispanic or Latino
Not Hispanic or Latino
Not Hispanic, Latino/a, or 

Spanish origin
XNot Hispanic or Latino
Black, not of Hispanic Origin
2186-5

CA
CAU
White, not of Hispanic Origin
White/Caucasian

AF
Black/African-

American
AS
Asian
AM
ASKU
IND
N

ANOTHER
Other
ZZ
PT
0
4

D
Decline to Answer
DECLINED
Declined to specify
Patient Declined
Patient Refused
Refused
Refused to Report
U
Unable to Determine
Unavailable
undefined
UNK
Unknown
Unknown / Not Reported
UNREPORTED
Unspecified
Pt Unavailable
NOT
Not Available



Data Cleaning and Standardization



Data Processing Pipeline
Machine learning methods:

• K-nearest Neighbors

• Support Vector Classification

• Random Forest

• XGBoost

• CatBoost

• Ensemble Learning



Influential 
Factors

Demographic info
Behavior
Behavior

Clinical factor 
SDoH

Clinical factor
Behavior

Demographic info
Clinical factor 

Vital
Vital
Vital
Vital

SDoH (Education)
Clinical factor 
Clinical factor

Demographic info
SDoH



Conclusions

• to reduce ED utilization

ML/AI

• To predict risk for ED visits 
• To identify different risk factors 
• To develop potential intervention 
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Sample Project 2 

Machine Learning Models for Predicting Post-
Amputation Stump Complications

Junchao Fei, Ronald Renzi, Susan VonNessen-Scanlin, 
Huanmei Wu



Intro of Post-amputation Stump Complications 

• The prevalence of limb amputations
• at 0.7% in the global population

• Common complications
• Infection
• Residual limb pain
• Phantom limb pain
• Skin problems.

• Stump wound infections
• leading to morbidity, bad quality of life, & additional health care costs

Dutronc, H., et al. "Stump infections after major lower-limb amputation: a 10-year retrospective study." 
Médecine et maladies infectieuses 43.11-12 (2013): 456-460.

Objective: Use 
machine learning to 

predict complications 
by integrating clinical 

and SDoH data



Dataset Description
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Pennsylvania(Reading) 
Amputation ratio of 
visits Zipcode(19601-
19611) Heatmap

2020 2021 2022

2020-2021 

Ratio change 2021-2022 

Ratio change

2023

2022-2023 

Ratio change



Data Preprocessing

3072 with Stump

17311 without Stump

3072 with Stump

3072 without Stump

Random Undersampling

3072 with Stump

17311 without Stump

Obtain unique population value (25+ years)
& Calculate weight of each ZIP code

Determine number of samples per ZIP code
& Perform stratified sampling within each ZIP 

1921 with Stump

2795 without Stump

Stratified Random Sampling



Ensemble  Methods

Data

Decision Tree

Gradient Boosting

XGBoost

LightGBM

CatBoost

Predicted 
Class 1 

Predicted 
Class 2 

Predicted 
Class 3 

Predicted 
Class 4 

Predicted 
Class 5 

Majority 
Vote

Final Predicted 
Class

Probabilities 1

Probabilities 2

Probabilities 3

Probabilities 4

Probabilities 
5

Weighted 
Average  

Probabilities

Class with 
Highest Average 

Probability

-----------------------------------------------------------------------

Hard Voting

Soft Voting



70% Data Logistic Regression

Decision Tree

Gradient Boosting

XGBoost

LightGBM

CatBoost

Predicted results 
percentage)

Final prediction

30% Data Blending method

Ensemble  Methods

Data Logistic Regression

Decision Tree

Gradient Boosting

XGBoost

LightGBM

CatBoost

Predicted results 
percentage)

Final prediction

Stacking method



Model Construction
• ML algorithms:

• Decision Tree

• Gradient Boosting

• XGBoost 

• LightGBM

• CatBoost

Sampling 
methods Model Accuracy Precision Recall

F1 
Source

Roc 
AUC

Ensemble  
Methods

Voting (hard) 0.810 0.816 0.791 0.798 NA

Voting (soft) 0.805 0.806 0.788 0.794 0.826

Stacking 0.824 0.837 0.802 0.811 0.838

Blending 0.821 0.828 0.802 0.809 0.824

•Data split:

•80% training, 20% testing

•Cross-validation:

•Five-fold for optimal parameters

•Metrics:
•Accuracy, Precision, Recall, F1 Score, ROC AUC 



Feature Importance

ACS_PCT_HH_ABOVE65_ZC: Percentage of households with one or more people 
65 years and over (ZCTA level)

ACS_PCT_UNINSURED_ZC: Percentage of population with no health insurance 
coverage (ZCTA level)

ACS_PCT_POV_BLACK_ZC: Percentage of Black or African American population 
below poverty level (ZCTA level)

ACS_PCT_MULT_RACE_NONHISP_ZC: Percentage of non-Hispanic population 
reporting multiple races (ZCTA level)

ACS_TOT_POP_POV_ZC: Total population for whom poverty status is determined 
(ZCTA level)

ACS_PCT_VET_COLLEGE_ZC: % of civilian veterans that have some college 
education or an associate's degree (ages 25 and over, ZCTA level)

HIFLD_DIST_UC_ZP: Distance in miles to the nearest urgent care, calculated 
using population weighted ZIP centroids

POS_DIST_TRAUMA_ZP: Distance in miles to the nearest designated trauma 
center, calculated using population weighted ZIP centroids

ACS_TOT_POP_ABOVE25_ZC: Total population (ages 25 and over, ZCTA level)
ACS_PCT_VET_ZC: Percentage of the civilian population consisting of veterans 

(ages 18 and over, ZCTA level)

• Top SDoH features: 
• Socioeconomic status, insurance, 

race, education.



Sample project 3

Bioinformatics Tool Development



Bioinformatics Tools: 
Cancer Gene Pathway Explorer (CGPE)

Liu et al, 2019https://cgpe.soic.iupui.edu/

https://cgpe.soic.iupui.edu/


Cell Line Dependency 
(Interactive)

•The pathway activity score: 



https://adexplorer.medicine.iu.edu/



Vision: 
Digital Twins for Personalized 

Pandemic Response



Introduction of Digital Twins
• A digital twin is a

• A virtual representation of a real-world item or 
process

• A convergence technology, which promises to 
bridge the gap between real and virtual

• A virtual representation of an object or system 
that spans its lifecycle, is updated from real-
time data, and uses simulation, machine 
learning and reasoning to help decision-making



Individual 
HDT

•Social 
behavioral 

changes
• Medications

• Exercises
• Smoking

• ….

• Diagnosis
• Prognosis
• Treatment
• Preventions
• Therapy 

optimization
• ….

• Updated 
Diagnosis

• Prognosis
• Treatment
• Preventions
• Therapy 

optimization
• ….

Recommendations
Updated

Recommendations

Various 
models

HDT 
systems



Different Types of DTs four 
Healthcare
• Human DTs

• the whole human body,
• one body system (e.g., digestive system)
• one body organ (e.g., stomach or liver)
• one cell of a given type 
• some specific subcellular 
• Molecular level

• Disease DTs
• Healthy or diseased entities

• Population DTs: 
• Aggregates 

• Healthcare institutions
• e.g., a hospital or department



https://medicalxpress.com/news/2022-11-digital-twins-deep-medical-image.html



Digital Twins for Health Consortium

• Digital Twins for health and well-being
• An emerging area

• A lot of exciting areas
• Data
• Modeling (ML/AI)
• Tools 
• …

• Challenging 
• Collaborations are needed
• to identify needs and opportunities 

dt4h.org



DT4H Consortium Activities 



DT-Brain: A Topology-Empowered Digital Twin for 
Brain Health Monitoring and Neurological Diseases 
Prevention



Data Types used in DT-Brain

Time-series data and their 

corresponding time-delay 

embeddings



Thanks!



Other Project 4:
Machine Learning and Natural Language 
Processing on Real World Data 
to Identify Adverse Events



Sample Project 4:
RWD

• Health-related 
information collected 
from various sources 
outside of traditional 
clinical trials in real-
world settings.

R
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al

 
p

ra
ct
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RWD



RWD Used: 
Electronic Dental 

Records
(Temple University)

Complete periodontal disease (PD) 
diagnoses from diagnosis codes, clinical 
notes, and periodontal charting of EDR



Sample Project 5



Thrust A: Data Integration and Explainable ML/DL

• Collect dynamic data and feedback from volunteers

• Merge multi-view features

• Develop topological data analysis (TDA) tools and explainable ML/DL

models for accurate data self-correction and human-intelligible

explanations

automatic bi-weekly 

updates



Thrust B: DREAM-KG Development

• Develop the OKN

Ontology and Taxonomy

o Incorporating dynamic

and multifaceted

information into the

ontology

➔ a comprehensive view

of homelessness

• Build the DREAM-KG

oAllow users to contribute

datasets

➔ community-centric and

user-driven platform



Thrust C: Customized App Development

• A one-stop shop for serving PEH

o Emergency Shelters

o Serving Returning Citizens for

USDOJ

o Utilizing Dynamic Providers and

Mobile Offices/Services

o Leveraging KG for Law

Enforcement

o Evidence-based Policymaking
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